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ABSTRACT

We propose a method for ambient noise reduction using a pair
of small microphone arrays separated from each other to avoid
using a large aperture array. The proposed method includes
the idea of applying a nonlinear filter in the frequency domain,
which is designed from several beamforming outputs in order
to use the spatial information about sound sources, to suppress
noise components. This idea enables the suppression of ambient
noise that comes from behind the target using small microphone
arrays, which has been a challenging issue. Thus, noise reduc-
tion performance is expected to be improved.

We performed experiments in a room with slight reverberation
and confirmed that the method succeeds in suppressing the am-
bient noise to about ��dB, which is a much better effect than that
of the conventional beamforming method using a large-aperture
microphone array.

1. INTRODUCTION

With the popularization of videophone and videoconference sys-
tems, hands-free microphone systems have become indispens-
able devices due to their convenience. Compared to conven-
tional handset systems, the hands-free system often suffers from
SNR deterioration caused by various types of ambient noises.
Using a microphone array [1] is a well-known method of recov-
ering degraded speech signals that exploits the spatial informa-
tion of each sound source for separating signal sources. Various
ambient noise sources are normally scattered behind the target
speaker. Therefore, ambient noise sources and the target source
are often located in the same direction but at different distances
from the array.

Although many previous studies on noise reduction using a
microphone array have been performed, most of them are only
designed to separate sources located in different directions [2].
Nevertheless, some studies have worked on the reduction of noise
sources located in the same direction. The fixed beamform-
ing has an advantage in its stability, that is, robustness against
changes in the location of noise sources. Optimal weights in fil-
tering equations for fixed beamforming have been proposed [3]
[4]. However, the reduction in noise level is limited to a few
dBs. Meanwhile, adaptive beamforming achieves better noise
reduction performance, but it is sometimes severely degraded by
noise source movement due to the convergence speed falls be-
hind the noise position changes. There is also a method based
on ICA (Independent Component Analysis) [5]. This method
assumes the “blind” situation, so source and microphone posi-
tions a priori need not be known. However, their paper does not
refer to performance in an actual situation. Furthermore, due to a

theoretical reason, the array aperture should be sufficiently large
to discriminate the distances from sound sources. This inherent
limitation causes difficulties in carrying and setting up the array
for use.

Motivated by this situation, the purpose of this work is to
achieve (A) sufficient reduction of ambient noise located behind
the target using small microphone arrays, and (B) less sensitivity
to noise position changes.

In this work, we use two small microphone arrays separated
from each other to avoid using a large aperture array. The pro-
posed method includes the idea of applying a nonlinear filter in
the frequency domain, which is designed from several beam-
forming outputs in order to use the spatial information about
sound sources, to suppress noise components. This idea enables
the suppression of ambient noise that comes from behind the tar-
get, and thus, we expect the noise reduction performance to be
improved. Furthermore, stability is assured because no adaptive
processing is applied.

This report is organized as follows. In Sec. 2, we define the
problem of positioning microphone arrays as well as principles
of the proposed method. Then, we explain detailed procedures
of the proposed method in Sec. 3, and the experimental results
are shown in Sec. 4. Finally, in Sec. 5, we conclude this report
with some comments.

2. SPATIAL NONLINEAR FILTERING

2.1. Problem Definition

The problem discussed in this study is to record a target source
signal while suppressing various ambient noise sources and types
of noise, as shown in Fig. 1. To facilitate carrying and setting
up the array, we use a pair of microphone arrays, array-L and
array-R, whose aperture sizes are sufficiently small, e.g., ��cm,
and they are roughly placed apart each other. The desirable inter-
array distance is approximately same as the distance between the
arrays and the target source, but anyway it is set to be unknown.
The target signal and each noise are assumed to be uncorrelated.
We also set some restrictions such that each microphone array
knows the target source direction a priori, and the distance be-
tween the target and each array is nearly equal. The restrictions
did not cause a loss in generality in determining the locations
and types of noise sources.

As we noted in the introduction, a small aperture array can-
not separate a signal arriving from the same direction as that of
sound sources. The proposed method designs a nonlinear filter
in the frequency domain by the use of various fixed beamform-
ing outputs. The remainder of this section describes the principle
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Figure 3: Spatial responses of beamformers

of noise suppression using the nonlinear filter calculation.

2.2. Signal Enhancement Filter

As shown in Fig. 2, we assume that every noise source is lo-
cated in one of three areas, �, �, or � that are located suffi-
ciently farther from the array than the target source. From the
perspective of array-L or array-R, areas � or�, respectively, are
located in the same directions as that of the target, and area �
is located between areas � and �. For signals received by an
array, we assume that a signal from each noise source reaches all
microphones at the same power level. Although this is a rough
assumption, generality is not lost because noise sources are lo-
cated sufficiently far away to enable us to ignore the difference
in propagation path length. Thus, if the input signal of arbitrary
microphone � is represented as

����� � ���� ������ ������ ������� (1)

where ����� �� � ����� ��� denotes the summation of re-
ceived signals from area �, we can approximate the power of
array input signal ������� using the terms in the right side of
Eq.(1) due to the uncorrelation of target and noise signals, given
by

������� � �������
�

� ������� � �������
� � �������

� � �������
�
	 (2)

Based on these models, our goal is estimating the optimal
nonlinear filter, 
���, defined by


��� �

�
�������

�������

�

�
�������

������� � �������� � ��� ����� � ��������
	 (3)

Multiplying 
��� by the magnitude of the array input signal
������, we obtain the power spectrum of the target signal with-
out noise.

2.3. Power Spectra Estimation Using Beamforming Outputs

The powers of ���� and ����� are required for estimating the

���. Now, we introduce two fixed beamformers called SPB
(signal pass beamformer) and NPB (noise pass beamformer),

whose spatial responses are designed to be complementary to
each other. They are applied to array-L and array-R respectively,
and furthermore, another set of them is applied to array-C, which
consists of the centre microphones of array-L and array-R. If
beamformers are designed to have ideally flat spatial responses,
as shown in Fig. 3, the powers of the beamformer outputs in the
vector form are given by Eq.(4).�
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For simplicity, we omitted the frequency variable ��� from ev-
ery component of ����. In practice, such flat spatial responses
cannot be achieved, so we defined ���� and �������� as be-
ing �, nearly equal. The components of���� are derived from
beamformer outputs, and each component of���� is calculated
from the beampattern a priori. Therefore, we can calculate the
estimated value of ���� by using Eq.(5).

���� �
�
������� �������

� �������
� �������

�
��

� �
��������� (5)

Here, the superscript � denotes the pseudo inverse and � means
the estimated value.

3. PROCEDURES OF THE PROPOSED METHOD

The signal flow of the proposed method is shown in Fig. 4. The
method consists of two parts, “beamforming” and “nonlinear fil-
tering”. For simplicity, we express signals in the frequency do-
main.

3.1. Input Signal Modeling

The input signal vectors of array-L and array-R are defined by

����� �
�
��	��� � � � �������

��
(6)

and ����� �
�
��	��� � � � �������

��
� (7)

where �� and �� are the numbers of microphones of array-L
and array-R respectively.
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Figure 4: Signal flow of proposed method

3.2. Beamforming

In the beamforming stage, we applied three sets of complemen-
tary beamformers, SPB and NPB, designed to imitate the spatial
responses for array-L, array-R, and array-C, as shown in Fig. 3.

The output signals of the beamformers for the array-L and
array-R are given by

������ � �
�
�
����������� (8)

�	���� � �
�
�
����������� (9)

������ � �
�
�
��

��������� (10)

�	���� � �
�
�
����������	 (11)

��
��
��� and ��
��

��� denote the weight vectors of re-
spective SPB� and NPB� (� � �����), which is designed so
that its spatial response,

�SPB�
��� ��� � �

�
SPB�

��� � ����� ���� (12)

�NPB�
��� ��� � �

�
NPB�

��� � ����� ���� (13)

follows the constraints given by

�SPB�
��� ����
����

� � and �SPB�
��� ����
����

� 	

�NPB�
��� ����
����

� 	 and �NPB�
��� ����
����

� ��

where ����� ��� denotes the steering vector of array-� and the
superscript � is the Hermitian conjugate.

On the other hand, simple summation and subtraction beam-
forming is applied to array-C.

������ � 	
�
���������� ����������� (14)

�	���� � ������������������� (15)

From the weight vectors of the beamformers given above, we
derive each component of ���� by calculating the average of
the magnitude of spatial response given by

����� � �
�SPB�
��� �����
����

(16)
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3.3. Nonlinear Filter

Nonlinear filter is estimated by substituting components in the
����, which is estimated from beamforming outputs, into Eq.(3),
given by


��� �

�
�������

������� � �������� � �������� � ��������
	 (20)

The magnitude of the final output signal is derived by multiply-
ing 
��� and the average magnitude of the array input signal
���� while using SPB� outputs for the phase components of
� ���:

� ��� � 
��� � ���� � �
��������� (21)

where

���� �
�
��

���� �����
�
��

���� ����

�����

and ���� � �������� � �������	

4. EXPERIMENTAL RESULTS

To verify the effectiveness of the proposed method, some ex-
periments were performed in a room with reverberation (T
� �
��	[ms]). The arrangement for sound sources and microphone
arrays is shown in Fig. 5 and Table 1 gives parameter settings. In
the conventional method for comparison, we use the delay-and-
sum beamformer [3] giving the distance between array-L and
array-R, i.e., large aperture microphone array. For the quantita-
tive evaluation, we adopt the NRR (Noise Reduction Rate) [6],
which is adapted to nonlinear filtering defined in [7].

As seen in Figs. 6 and 7, the proposed method suppresses
noise signals that are not sufficiently removed by conventional
methods. A small difference can be found in comparing the re-
sults of Cases I and II obtained by using the proposed method.
This finding indicates that the method is robust against noise
source movement.
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In addition, the effect of target source movement in Case I
is investigated. The result shown in Fig. 8 indicates that the
method allows slight target deviation, but once the target moves
outside the area, the performance deteriorates rapidly.

5. CONCLUSION

A method for ambient noise reduction using a pair of micro-
phone arrays was proposed. The method estimates the nonlinear
filter for reducing noise using several beamformer outputs. Ac-
cording to experimental results, we confirmed that the proposed
method achieves better noise reduction performance than that of
conventional beamforming. Future subjects of this research are
to improve the noise reduction rate and to enlarge the noise area
that can be effectively suppressed. It is also required to evaluate
the signal distortion caused by the proposed method quantita-
tively, and furthermore, some subjective evaluations need to be
performed.

Table 1: Experimental parameters

Sampling Rate �� kHz Frame Length ��� sample
�� � Frame Shift ��� sample
�� � FFT Points ��� sample

Figure 7: Noise reduction rate (A)delay-sum (B)SPB output
(C)proposed method
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Figure 8: NRRs for the target source deviated from the original
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