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ABSTRACT
The effect of reverberation on speech is to cause it to sound dis-
tant and spectrally distorted and can also reduce intelligibility.
Dereverberation is therefore an important speech enhancement
process for hands-free terminals. This is a blind problem and
currently an unsolved problem. This paper reviews existing ap-
proaches and discuss current work on this topic in two categories
- one based on processing of the LPC prediction residual and one
based on a combination of blind channel estimation and channel
inversion. The measurement of (de)reverberation is discussed.

1. INTRODUCTION

Reverberation is the process of multi-path propagation of
an acoustic signal s(n) from its source to one or more
microphones. The observed signal at the mth microphone
can be written

xm(n) = hT
m(n)s(n) + νm(n), (1)

where hm = [hm,1, hm,2, . . . , hm,L]T is the impulse re-
sponse of the acoustic channel from the source to micro-
phone m and νm(n) is observation noise. Reverberant
speech can be described as sounding ‘distant’ with no-
ticeable echo and colouration and these effects generally
increase with increasing distance from source to micro-
phone for a given reverberant room. Reverberation has a
neglible effect in telephony applications with traditional
handsets. However, in hands-free systems, reverberation
affects the quality and intelligibility of speech and is a sig-
nificant problem for both telecommunications and speech
recognition applications.

The aim of dereverberation is to form ŝ(n), an esti-
mate of s(n), from xm(n), m = 1, . . . ,M . This is a
blind problems since neither the signal s(n) nor the room
impulse response hm are available. Furthermore, typi-
cal room impulse responses are time-varying with several
thousand coefficients, making the estimation problem ex-
tremely difficult.

Several dereverberation algorithms have been pro-
posed and can be considered in two categories: (i) algo-
rithms based on processing of the linear prediction (LP)
residual and (ii) blind channel estimation/inversion algo-
rithms. This paper aims to give a brief overview of these

techniques and highlight some of the important limitations
and open questions for research.

2. EVALUATION AND MEASUREMENT

Reliable quantitative measurement of the level of rever-
beration in a speech signal is particularly difficult and a
unanimously accepted methodology has yet to emerge. In
room acoustics, several studies of speech intelligibility in
reverberant rooms have been presented. From the room
impulse response, it is possible to measure the Direct-to-
Reverberant Ratio (DRR) for an observed reverberant sig-
nal as the ratio of power due to the direct acoustic path to
the power due to the non-direct paths. Several other possi-
ble variants of this measure exist [1]. The early reflections
are generally considered to result in colouration whereas
the later reflections cause a ‘distant’ and ‘echo-ey’ sound
quality. Early reflections therefore have a less detrimental
effect on intelligibility than the later reflections [1]. The
Speech Transmission Index [1] is a measure of speech in-
telligibility in reverberant environments based on the re-
verberation time and the masking properties of the ear in
different frequency bands. Objective measures based on
the speech signals can also be adopted such as Segmental
SNR or the Bark Spectral Distortion (BSD) [2][3]. In this
paper we show results for simulated impulse responses
[4] using BSD and the Segmental Signal-to-Reverberation
Ratio (SRR) defined as

SRRSeg =
10
K

K−1∑
k=0

log10

{ ∑kN+N−1
n=kN sd(n)2∑kN+N−1

n=kN (sd(n)− ŝ(n))2

}
,

(2)
where K is the number of frames, N = 512 is the frame
length in samples and sd(n) = s(n) ∗ hd(n) is the direct-
path signal. The delay-and-sum beamformer (DSB) is
used as a reference.

3. LP RESIDUAL PROCESSING

The residual signal following LP analysis has been ob-
served to contain the effects of reverberation, comprising
peaks corresponding to excitation events in voiced speech



together with additional peaks due to the reverberant chan-
nel [3][5]. Several LP residual processing techniques have
been developed using established models of speech pro-
duction. These aim to suppress the effects of reverberation
without degrading the original characteristics of the resid-
ual such that dereverberated speech can be synthesised us-
ing the processed residual and the all-pole filter resulting
from LP analysis on the reverberant speech. It is assumed
in these techniques that the effect of reverberation on the
LP coefficients is insignificant [3].

Griebel and Brandstein use wavelet extrema clustering
in [3] to reconstruct an enhanced LP residual. In [6] the
authors use coarse room impulse response estimates and
applied a matched filter type operation to obtain weighting
functions for the reverberant residuals. Yegnanarayana et
al [7] use time-aligned Hilbert envelopes to represent the
strength of the peaks in the LP residuals. The Hilbert
envelopes are then summed and used as a weight vector
which is applied to the LP residuals of one of the mi-
crophones. In [5] the authors derive a weighting func-
tion based on the direct-to-reverberant ratio in different
regions of the LP residual. Gillespie et al [8] demonstrate
the kurtosis of the residual to be a useful reverberation
metric which they then maximize using an adaptive filter.
Although these methods attenuate the impulses due to re-
verberation in the LP residual, they can also significantly
reduce naturalness in the dereverberated speech.

An approach based on spatio-temporal averaging of
the LP residual ameliorates this problem [9]. LP analy-
sis is performed on the output of a beamformer resulting
in improved identifiability of the voiced-speech excitation
events in the LP residual. Other spurious impulses in the
residual, which appear uncorrelated among consecutive
larynx-cycles, are assumed to be due to reverberation and
are suppressed by weighted averaging across I neighbor-
ing cycles on each side. Cycles are weighted according to
their offset from the current cycle, i = 0, by a constant
1/(|i| + 1). The result is then added to the original cycle
weighted with the inverse weighting function. The `th en-
hanced cycle, ẽ(`) = [ẽ(`L) ẽ(`L + 1) . . . ẽ(`L + L −
1)]T , is thus obtained as:

ẽ(`) = ē(`)� (1−w)+
∑I

i=−I ē(` + i)� (w/(|i|+ 1))∑I
i=−I

1
(|i|+1)

where ē(n) = [ē(`L) ē(`L + 1) . . . ē(`L + L − 1)]T is
the residual from the `th larynx-cycle of lengthL of a DSB
output, � is the Hadamard (element-by-element) product
and w = [w(0)w(1) . . . w(L − 1)]T is a weight vector
used to preserve the true excitation events. Dereverbera-
tion is then achieved using a smoothly time-varying least-
squares inverse filter estimated from ẽ(`) and ē(`).

Figures 1 and 2 show reverberation measurements for
a sentence averaged over 5 male speakers and 10 real-
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Figure 1: Segmental SRR for (a) reverberant speech,
(b) delay-and-sum beamformer and (c) spatio-temporal
averaging method.
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Figure 2: BSD for (a) reverberant speech, (b) delay-
and-sum beamformer and (c) spatio-temporal averaging
method.

izations of the spatial setup with 11 microphones spaced
5 cm in a room with T60 = 0.6 s.

4. CHANNEL ESTIMATION AND INVERSION

4.1. Acoustic Channel Estimation

Blind multi-channel system identification is often based
on the cross-relation given for two channels by [10]:

x1(n) ∗ h2(n) = s(n) ∗ h1(n) ∗ h2(n) = x2(n) ∗ h1(n)

which leads to
Rh = 0, (3)

where in general for M channels R is a correlation-like
matrix [11] and h = [hT

1 ,hT
2 , . . . ,hT

M ]T is the compos-
ite channel vector. Several closed form batch solutions for
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Figure 3: Blind channel estimation with 20 dB and 40 dB
SNR using Normalized Multichannel Frequency Domain
LMS. Input: white noise, µ = 0.5, λ = (1 − (1/(3 ∗
L)))L, M = 5 microphones separated by 5 cm, source-
mic distance 1 m.

h have been proposed and are reviewed in [12]. Gannot
and Moonen [13] use subspace methods for dereverber-
ation both in the fullband and in the subband domains.
Recently, Huang and Benesty proposed the use of (3) as
an error function for adaptive filters and used it to derive
multichannel LMS and Newton adaptive filters both in
the time domain [14] and in the frequency domain [11].
The Newton algorithms were shown to be able to iden-
tify channels of order of hundreds of taps, which is more
realistic for acoustic room impulse responses.

Blind acoustic system identification of this type suf-
fers from several limitations which are the subject of
current research in the community. (i) Channels can-
not be identified uniquely when they contain common
zeros. Algorithm performance can be degraded signifi-
cantly even if zeros are close but not exactly common [15].
Furthermore, the correlation matrix of the source signal
E

{
s(n)sT (n)

}
must be full rank. (ii) Observation noise

can cause the adaptive algorithms to diverge as in the ex-
ample shown in Fig. 3 for Normalized Multichannel Fre-
quency Domain LMS [11]. Several approaches have been
developed to improve robustness [16], [17]. (iii) Many ap-
proaches assume knowledge of the order of the unknown
system. This issue has been addressed, for example, in
[13] and [18]. (iv) Solutions for h are nomally found only
to within a scale factor.

4.2. Acoustic Channel Inversion

After performing an identification of the acoustic chan-
nels, hm(n), dereverberation can be achieved in princi-
ple by an inverse system with response gm(n) satisfying
hm(n) ∗ gm(n) = κδ(n − k), where k and κ are an arbi-

trary scale factor and delay. Direct inversion of the acous-
tic channel is not normally feasible since: (i) it can be
several thousand taps in length, (ii) have non-minimum
phase [19] and (iii) may contain spectral nulls that after
inversion give strong peaks in the spectrum causing nar-
row band noise amplication.

Several alternative approaches have been studied.
Least squares (LS) inverse filters can be designed by min-
imizing the error gopt,m(n) = mingm

‖hm(n) ∗ gm(n)−
κδ(n − k)‖2 [20] which can also be applied in an adap-
tive framework [21]. Homomorphic inverse filtering has
been investigated [4][20][22], where the impulse response
is decomposed into a minimum phase component, hmp(n)
and an all-pass component, hap(n), such that h(m) =
hmp(n) ∗ hap(n). Consequently, magnitude and phase
are equalized separately, where an exact inverse can be
found for the magnitude, while the phase can be equal-
ized e.g. using matched filtering [22]. It is important to
note that magnitude compensation only results in audible
distortions in the processed speech signal [19][22].

In the multi-channel case, an exact inverse can be
achieved with the MINT method [23] and subband ver-
sion [24]. If there are no common zeros between the two
channel transfer functions, a pair of inverse filters, g1(n)
and g2(n) can be found such that:

h1(n) ∗ g1(n) + h2(n) ∗ g2(n) = δ(n). (4)

Thus, exact inverse filtering can be performed. However,
undermodelled estimates of hm(n) are problematic. Fur-
thermore, it has been observed that exact channel inverses
are of limited value for practical dereverberation when the
channel estimate contains even moderate estimation er-
rors. Figure 4 shows an illustration for L = 16. The true
impulse response h has been corrupted with noise to rep-
resent estimation error of 0 to −60 dB of Normalized Pro-
jection Misalignment (NPM). It can be seen in Fig. 4(a)
that equalization using MINT inversion introduces signifi-
cant spectral distortion for NPM levels greater than around
-40 dB, which is unlikely to be achieved by current blind
channel estimation techniques. As an alternative, least
squares estimation seems more robust to channel estima-
tion errors as shown in Fig. 4(b), although equalizers with
very high order are typically required. A study of the ef-
fect of delay constraints in the context of acoustic channel
inversion for dereverberation was presented in [25]. Its
was shown that, for exact inversion, observation noise can
be amplified (as in (iii) above) whereas LS solutions gen-
erally introduce significant delay which can be problem-
atic in many communications applications.

5. CONCLUSIONS

We have briefly reviewed some of the current and previ-
ous work on speech dereverberation. Our aim has been
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Figure 4: Equalizer magnitude and phase distortion for
(a) MINT and (b) Least Squares estimation

to highlight the significant features of the dereverbera-
tion problem and show how some of these are being ad-
dressed. Dereverberation is a difficult but not impossible
problem, presenting several new and exciting challenges
to the speech enhancement research community.
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