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Abstract 

In this paper we present a detection-estimation 
filter based on the technique of adaptive fuzzy 
regression. The method of fuzzy regression is 
useful in data estimation and is more flexible than 
the conventional regression methods. However, 
the time to calculate an optimal solution in fuzzy 
regression analysis prohibits us to apply the fuzzy 
regression method directly to the field of image 
restoration. Thus, we present a new algorithm 
to approximate the optimal solution of the fuzzy 
linear regression method. This new method, called 
the adaptive fuzzy linear regression met.hod, will 
meet the need of speed in image restoration. 
The Adaptive Fuzzy Regression Selection (AFRS) 
filter combines the technique of the adaptive fuzzy 
linear regression with the RCRS filter. The central 
pixel of the window in the AFRS filter is replaced 
with the estimated output of the RCRS filter 
only if the central pixel is corrupted. A model 
is formed using the adaptive fuzzy linear regres- 
sion method to decide whether the central pixel 
is corrupted. The computer simulations prove 
that the AFRS filter is useful in image restoration. 

1 Introduction 

In the field of image restoration, many nonlinear 

filters have been introduced to provide better noise 

cancellation. There is an important class of non- 

linear filters named the selection filter which select 

their result from one of the input pixels in a win- 

dow. The median filter and the rank conditioned 

rank selection (RCRS) filter are both selection fil- 

ters [l]. These filters have a drawback of replac- 

ing the central pixel with one of the pixels in t.he 

window, regardless of whether t,he cent,ral pixel is 

corrupted or not. Recently, some filters based on 

a detection-estimation strategy were introduced in 

the field of filter design [2,3]. These filters prove to 

be more efficient than the conventional filters and 

the results are better. These filters select the out- 

put value of a pixel between the original value and 

the estimated value depending on the detection of 

an impulse noise. 

In this paper, we introduce a new detection- 

estimation style filter called the Adaptive Fuzzy Re- 

gression Selection (A FRS) filter. The AFRS filter 

combines the technique of the adaptive fuzzy lin- 

ear regression and the RCRS filter. The method of 

the adaptive fuzzy linear regression approximates 

the optimal solution of the fuzzy linear regression. 

In the AFRS filter a neuron based on the adap- 

tive fuzzy linear regression method will be used for 

noise-detection and the RCRS filter will be used 

for estimation of true value of the pixels that are 

corrupted. 

In the next section, the adaptive fuzzy linear 

regression algorithm will be introduced. In Section 

3, the structure of the AFRS filter will be defined. 

In Section 4, the filtering capability of the AFRS 

filter will be compared with the filtering capability 



of t,he RCRS filter, the SD-ROM filter and the The objective of this algorithm is to minimize 

fuzzy filter. Finally, in Section 5 the conclusion of the deviation of the estimated fuzzy number un- 

this new filter will be made. der the constraint. that the degree of fitting of the 

estimated fuzzy number should be larger than a 

2 The Adaptive FUZZY Linear certain confidence level H. The degree of fitting of 

Regression Algorithm an estimated fuzzy number h can be defined as 

Conventional regression methods like the Least- h = SUP PTh c PY h 
h 

(3) 

Square (LS) method are useful in data estimation. 
where PTh, pyh are h-level sets [4]. The estimated 

They treat the difference of the estimated values 
output Y of the fuzzy model can be derived as 

and the observed values as observation errors, and 

the difference is considered a random variable [4], 

The fuzzy regression methods view these difference 

as ambiguity inherently present in the system. The 

optimal solution of the fuzzy linear regression is which in turn yields 

often calculated by the method of linear program- 

ming, but the computation time to find the se 

lution is not polynomial. Thus it is not possible 
h = exp 

crT - tkcl rW*xd)2 
- 

2(( 5 aW,jZkl) - aT)2 

. (4) 

k=l 
to use fuzzy linear regression in the field of image 

processing. In this paper, we propose the adaptive The goal of the algorithm can be reached by us- 

fuzzy linear regression algorithm to approximate ing two sets of weight update rule. The goal of the 

the optimal solution of the fuzzy linear regression. first set of weight update rule is that the degree of 

The adaptive fuzzy linear regression algorithm can fitting of every sample should be larger than the 

solve the problem in a bounded time, thus we found confidence level 11. By differentiating h and using 

it suitable to apply the algorithm to the field of im- the fact that omitting h in the weight update rule 

age processing. won’t af&ct the direction that the coefficients are 

First we define the structure of the neuron used 
adjusted, we can obtain the following two gradi- 

in this algorithm. The input-output relation of the 
ents: 

adaptive fuzzy linear regression is defined as 

Y=&+$,& 
v ,-w$ = 

crT - (kg1 rWxk)) 

xk c5) 
(1) 

k=l 
CUT + tkcl bW~xkl))2 

where the coefficients wk and the estimated out- 

put Y are fuzzy numbers and the inputs xk are 

crisp numbers. The desired output is defined as T, 

crT - rWrcxk))2 
v o,h = 

CUT + ckcl k’Wxkl))3 
lxkl 6) 

which is also a fuzzy number. We define the fuzzy for k = 1,2, . . . . n, 

numbers used in this paper to be 
From (5) and (6) we can obtain the first set of 

p,4(x)=exp(-(xi2)2) (2) weight update rule of the learning algorithm. 

where rA is the center of the fuzzy number and oA rwk(n + 1) = rw*(n) + %Vrwk h(n) (7) 

is the deviation. uw, (n + 1) = ow* (n) + %?VOw, h(n) (8) 



for k = 1,2 ,..., n. the pixel in the original image and the correspond- 

The objective of the second weight update rule ing pixel in the noisy image is fuzzyfied to obtain 

of the learning algorithm is to minimize the devia- the desire output T. This is done by adding a devi- 

tion of the estimated fuzzy number if the degree of ation to form a fuzzy number. The fuzzyfied desire 

fitting is larger than the confidence level H. The output has membership function of 

second set of weight update rule of the learning 

algorithm can be easily obtained as: 
pT(x) = exP 

(x - (-L&e - Lorigi?J2 
- 

29 

oW* (n + 1) = (1 - %xk)aW, (n) (9) 
where L is the grey level of a pixel in the corrupted 

or the original image and (T is an arbitrary small 

fork= 1,2 ,..., n. positive number. 

The neural selector is designed in a recursive 

3 The Structure of the AFRS t 1 s y e similar to the recursive median filter. For 

Filter a 3x3 window centered at (i, j), the input vector 

is defined as 

The structure of the AFRS filter contains two 

parts, the adaptive fuzzy regression neural selec- Z = (Yi-l,j-1, Yi-l,j, Yi-l,j+l,Pi,j-1, 

tor and the RCRS filter. The output of the filter Xi, j, Xi! j+l~ Xi+l, j-1, Xi+l, j7 Xi+l, j+l) 

is defined as 
where x is the pixel fetched from the noisy image. 

~(4 = dn) + (I- r)x(n) As for y, when the AFRS filter is in the learn- 

ing phase, it is fetched from the original image. 

where R(n) is the output of the RCRS filter, and When the AFRS filter is in the filtering phase, it 
y is a parameter that is decided by the adaptive is fetched from the previously filtered pixels. 

fuzzy regression neural selector. The structure of 
The selection function that calculates the coef- 

AFRS filter is shown in the following figure. 
ficient y is defined as 

First we define the structure of the adaptive 

fuzzy regression neural selector, which uses a neu- y = seZ(ry) 

ron based on the adaptive fuzzy linear regression 

algorithm described in Section 2. The difference of 
where ry is the center of the estimated output 

fuzzy number Y and sel is the selection function. 

The selection function can be shown in Figure 2. 

There are four thresholds which separate the re- 

gion of uncorrupted pixels from the regions of pix- 

els corrupted by positive impulse noise and nega- 
tive Fuzzy Regression u(n) tive impulse noise. The thresholds are defined in a 

Neural Selecmr fuzzy style which allows the coefficient y to be of 

value from 0 to 1. The thresholds are defined as a, 

b, c and d with a > b > c > d. 

Figure 1: Structure of AFRS filter. 

The RCRS filter used in this model is a recur- 

sive style RCRS filt.er. The definition of the input 



ll-L!L c 

Figure 2: Selection function used by AFRS filter. 

Figure 3: The original lenna image. 

Table 1: MSE Value of Different Noise Probability 

vector of the RCRS filter are the same as the in- 

put vector of the neural selector. Only the input 

vectors that the neural selector considered to be 

corrupted have their corresponding training pairs 

fed in the RCRS filter, and only the input vectors Figure 4: Lenna image corrupted with 30% of 

that is considered corrupted are filtered. noise. 

4 Experimental Results 

In this section we compare the simulated results of 

the AFRS filter with other filters. Among them 

are the RCRS filter, SD-ROM filter and the fuzzy 

filter proposed by Russo and Ramponi, which is a 

kind of filter that is based on fuzzy rules. These fil- 

ters have excellent filtering capability. The images 

used in the experiments are the 256x256 Lenna Figure 5: Recovered Lenna image using AFRS. 

image in various noise. The sliding window used 

by these filters are of size 3x3. The MSE criterion 

is used in the experiments. 

The neural selector in the A FRS filter converges 

after 5 to 20 epochs of learning. The filtering re- 

sults of the AFRS, RCRS, SD-ROM and fuzzy fil- 

ter are shown in Table 1. From the table we can see 

that the filtering capability of the AFRS filter is 

better than the RCRS,SD-ROM or the fuzzy filter. 
Figure 6: Recovered Lenna image using FF. 



5 Conclusions 

In this paper, a new kind of detection-estimation 

style filter that uses the adaptive fuzzy linear re- 

gression algorithm and the RCRS filter has been 

proposed. By combining the adaptive fuzzy linear 

regression algorithm and the recursive RCRS filt.er, 

the filtering capability of the AFRS filter proves to 

be good. The simulation results have shown that 

the AFRS filter provides better filtering results 

than the conventional RCRS or the fuzzy filter in 

various cases, including highly corrupted images. 
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