
NONLINEAR ADAPTIVE IMAGE PROCESSING IN TRANSFORM DOMAIN 

L. Yaroslavsky 

Interdisciplinary Department, Engineering Faculty, Tel Aviv University Tel aviv 69978, Israel 

ABSTRACT 

A family of local adaptive filters for image restoration 

and enhancement is described. The filters work in a 
moving window in the domain of an orbhogonal trans- 
form and, in each position of the window, produce an 
estimation of the central pixel of the window by non- 
linear transformations of the window spectra1 coeffi- 
cients. The filter synthesis on the base of local mean 
squared error restoration criterion is outlined, the use 

of Discrete Fourier and Discrete Cosine Transforms as 
orthogonal transforms is justified and recursive algo- 
rithm of multicomponent local DCT spectra1 analysis is 
described. Performance of filtering is illustrated by ex- 

amples of edge preserving noise suppression and blind 
restoration of color images 

1. INTRODUCTION 

Image processing in transform domain rather than in 
signal domain suggests certain advantages in terms of 
convenience of incorporating a priory knowledge on im- 
ages into the design of processing algorithms and in 

terms of computational expenses. The transfer from 
signal domain into the transform domain is especially 
promising if it is applied locally rather than globally. 
This has already been successfully demonstrated by 
transform image coding methods. In this paper, we 
outline a family of nonlinear local adaptive filters for 
image denoising, restoration and enhancement that work 

in a transform domain in a moving window. In each 
position of the window, the filters estimate spectrum 
of the image fragment within the window in the chosen 
transform basis, nonlinearly modify the spectral coef- 
ficients and then perform inverse transform to obtain 
an estimate of the central pixel of the window. The 
synthesis of the filters is based on local criteria of im- 
age processing quality ([S-g]). It will be shown also 
that, thanks to the existence of recursive algorithms 
for computing local image spectrum in a moving win- 
dow, the computational complexity of the algorithms is 
O(Window size) which is the lower bound for the com- 
putational complexity of space-variant filtering. The 
filters are illustrated by examples of edge preserving 

color image denoising and blind image restoration. 

2. MULTI COMPONENT LOCAL 

ADAPTIVE FILTERS 

2.1. Optimal local adaptive filters 

We rest our approach upon local criteria ([I, 41) that 
evaluate image processing quality for each particular 

image sample as an average, over a certain neighbor- 
hood of the pixel, of a certain loss function that mea- 
sures deviation of the estimation of each pixel in the 

neighborhood from its true value. For multi component 
images, if the neighborhood is defined as a spatial one 

and the loss function is a squared difference between 
the estimation and the true value of the pixel, the local 
criterium requires minimization of the functional: 

AVLOSS (kl, kz) = 

(1) 
where { ak/,n2} and {a~~,,,} are samples of ideal im- 

age components and their estimations, respectively, C 
is the number of image components and (ICI, ka) are 

running coordinates in the image plane. 

The design of local adaptive filters is aimed at find- 
ing a mapping of the set of observed image samples 

1 > 
b(“) n,,n2 to the set of estimations unl,n2 that pro- 

-P > 
vides minimum to the criterium for each pixel of the 
image. To make the design constructive, one should 

parameterize the mapping. One of the way to do this 
is to assume that the estimation of each pixel is ob- 
tained as a weighted sum of the observed pixels in its 
neighborhood. 

For local adaptive filters, filter coefficients have to 
be determined in each particular position of the run- 
ning window from the observed image samples within 



the window on the base of a priori information regard- 
ing images under processing. While formulation of this 
information in the image domain is apparently prob- 
lematic, it is much simplified in the domain of certain 
orthogonal transforms, such as DFT and DCT because 

power spectra of image fragments in such transforms 
exhibit much more regular behavior than that of pixels 
themselves. Note that precisely this fact, motivates and 
justifies also fragment wise transform image coding and 

explains its efficiency. 
Therefore we will assume in what follows filtering in 

a transform domain and will design filters that operate, 
in each position (n,, k2) of the window, in the following 

3 steps: 

filters is reduced to the determination of (2M1 + 1) (2M2 + 

1. Computing spectral coefficients { &,k~} = 

Tb(k’lk’) of the observed image fragment b@‘l”‘) within 
the window over the chosen orthogonal transform T. 

2. Multiplication of the obtained spectral coeffi- 

cients by the filter coefficients 
1 (k1pk2)} : 

qrl,rz,o 

$h,kz) _ 
Tl,TZ,U - 7$~~;,kz,)p~fs~;~aa) . I1 !I (2) 

3. Inverse transformation T-l of the output signal 

spectral coefficients { G$t:;t$}. 

Here, superscripts (~1, Q,(T) are corresponding indices 
in the transform domain. 

With this approach, the synthesis of local adaptive 

2.2. Local adaptive filters for image restoration 

Assume that image distortions can be modeled by the 
equation: 

b=La+n, (5) 

where L is a linear operator of the imaging system and 

n is a random noise. Assume also that the imaging 
system operator L is such that the distorted image can 
be described in the domain of the chosen orthogonal 
transform by the following relationship: 

where { x$t:;i$} are running representation coefficients 

of the linear operator L in the domain of the orthog- 

onal transform and { v~~~$$} are zero mean spectral 

coefficients of the realization of the noise interference. 
Then one can obtain from Eq.(4) that optimal restora- 
tion filter coefficients are defined as: 

Filter of Eq.(7) can be regarded as an “empirical” Wiener 

1)&J 
filter that assumes estimation of the parameters in- 

ve d in its design locally from the observed distorted 

filter coefficients { $~;~;b)}. For the optimal filter’ de- 

sign in the domain of an orthogonal transform, one can, 
by virtue of the Parceval’s relation, reformulate the cri- 

terion of Eq. (1) in terms of signal spectra : 

AI/LOSS (ICI, k2) = 

image fragment,s. 

2.3. Local adaptive filters for image enhance- 

ment 

Image enhancement is a processing aimed at assisting 
visual image analysis. A reasonable basis for the de- 
sign of linear filter parameters for image enhancement 
is an assumption that the filtering should “restore” a 

“useful” signal, that is image details to be enhanced 
or extracted for the end user’s convenience, against a 
“noise” background that obscures detail interpretation. 
Following the above approach, one can, by analogy with 
the derivation of Eq.(7) design a filter that provides 
minimum to the average squared modulus of the differ- 
ence between this useful signal and the filtered signal: 

By minimizing AVLOSS (ICI, k2) with respect to 
{ (k1pk2)) 

qr, ,fl,O 

one can find that the optimal values of the coefficients 
of the filter that minimizes the filtration error as de- 
fined by Eq.(l) may be found from the following equa- 

tion: 

with * denoting complex conjugate. The design of the 
local adaptive filter of Eq.(4) is therefore reduced to an 
estimation of local power spectrum of the input image 
fragment and its mutual local spectrum with an “ideal’ 
image. 

where A&j denot,es averaging over such variations of 
the useful object(s) as object position, size, shape, etc. 

Another useful criterion for image enhancement is 
the criterion of signal spectrum restoration ([5]) that 



requires restoration of power spectrum of the object 
signal. For this criterion, the following obvious filter 
results: 

Finally, one may desire to maximize the ratio of the 
signal derived for the desired object to the standard 

deviation of the image’s background component at the 
filter output. The following filter is the result: 

3. TRANSFORM SELECTION 

The selection of orthogonal transforms for the imple- 

mentation of the filters is governed by the convenience 

of formulating a priori knowledge regarding image spec- 
tra in the chosen base, by the accuracy of spectra esti- 
mation from the observed data that is required for the 
filter design, and by the computational complexity of 
the filter implementation. 

We believe that the selection of the Discrete Fourier 
and Discrete Cosine Transforms is the most appropri- 
ate in all these respects. It is commonly known that 
spatial power spectra of images in the base of DFT 
and DCT exhibit a regular feature of decaying with 

the rise of spatial frequencies. DCT is advantageous 
to DFT in terms of the accuracy of spectral estima- 

tion due to the fact that DCT, being DFT of sig- 
nals evenly extended outside their borders, substan- 
tially eliminates boundary effects that are characteris- 
tic ‘for the DFT proper because of its periodicity. Both, 
DFT and DCT in a running window can be computed 

recursively ([4] ,[6] ,[7]). Therefore, the computational 
complexity of filtering in the base of DFT and DCT in a 
running window is of the order of O(Size of the window) 
operations which is the theoretical minimum for a gen- 

eral space variant filtering. As for the component-wise 
transform, if we assume that it is separable of the trans- 
forms over spatial coordinates, it will not affect the 
computational complexity. We will not specify it here 
and leave the question of the selection of it open. 

The recursive algorithm of 1-D DCT is decribed in 

Refs.([3],[4]). Th e extension of this algorithm to the 
recursive computation of 2-D DCT and the 3-D com- 
bined transform along coordinate ICI is straightforward 

thanks to the separability the transforms: 

1 and {Z~~~~M1’ka)) are 2-D aux- 

iliary scectra of the w;ndow Columns that: respectively, 

come in and come out of the window at its shift from 
kl-th to (/cl + 1)-th pixel in the current row k2: 

M-Ma C-l 
;h-WA) = 

pa),,J c c aKMm x 

(n2 - k:! + M2 + 

2M2+1 

1/2),2 1 (pc (u) 
(12) 

and {cp= (u)} are basis functions of the component-wise 
transform. 

Note that when the window shifts one pixel down 
the coordinate ka these 2-D auxiliary spectra can in 

their turn be computed recursively. 

4. FILTER IMPLEMENTATION: LOCAL 

ADAPTIVE FILTERS WITH NONLINEAR 

PROCESSING IN TRANSFORM DOMAIN 

The main issue in the design and implementation of 
local adaptive filters in the transform domain is the 
estimation of averaged spectra of the observed image 
fragments, of the desired signal and of the component 
regarded as an additive signal independent noise or 
as a background. In this estimation, a priori knowl- 

edge regarding image spectra should be formulated. 

Noise power spectrum AVimsyr (/$‘;:b’/z), in image 

restoration can either be known from the imaging sys- 
tem design or can be estimated from observed noisy im- 
ages ([4]). The estimation of the observed image frag- - . . 

ment spectrum Al/;:msys 

out by one or another smoothing t’he observed spec- 
trum of the fragment being processed. The estimation 
of the spectrum of “ideal” ima.ge fragments in the case 

of additive signal-independent noise can then be carried 
out using the relationship: 



In this way we arrive at the following implementation 
of filters for image denoising and deblurring: 

if $$$ # 0, 

~(~~1~~) = max (0, PI ,ra ,u 

(14) 

otherwise, rlrl,ra,o (kl’k’) = 0. Similar implementations can 
be obtained for filters of Eqs.(&lO) for image enhance- 

ment as well. One can further generalize or/and sim- 
plify these transformations. The two following filter 

modifications can be suggested: 
a “rejective” filter 

if AKmsys ((dX2 I’) > thr and X,,,,,,, # 0; and 

+kh) = 0, 
rl,?JF 

otherwise, where the value of thr is associated with the 
variance of additive noise, and 
a “fractional spect,rum” filter 

,+“h) = 0, 
f-1 ,ra ,o 

otherwise, with P as a spectrum enhancement parame- 

ter and G as an energy normalization parameter. When 
P = 1, the filter is equivalent to that of Eq. 15. The 
sele’ction P 5 1 results in signal energy redistribution 
in favour of weaker (most frequently, higher frequency) 
components of local spectra. This modification is use- 
ful for image blind deblurring and image enhancement. 

Figs.1 and 2 illustrate edge preserving noise sup- 

pression and blind deblurring capability of the above 
filters in the processing of color images. In these ex- 
periments, DCT was also used as the component-wise 
transform. 

image local spectral cocfficicnts have been described. 
The filters are designed on the base of local root mean 

squared error criterion. DFT and DCT are recom- 
mended for as the transforms thanks to the simplicity 
of formulating of a priori knowledge regarding images in 
terms of their DFT/DCT spectra and to the existence 
of recursive algorithms for local spectral analysis in the 
base of DFT and DCT. Such orthogonal transforms as 
Haar Transform, and Hadamard (Walsh) transform as 
well as wavelet transforms can also be implemented re- 

cursively and, therefore, are potentially applicable for 
the described filtering. 
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5. CONCLUSION 

Local adaptive filters that work in a moving window 
in the domain of an orthogonal transform and perform 

image filtering by means of a nonlinear modification of 



Figure 1: Noisy RGB image components (upper raw) and filtered image component (bottom raw). Standard 
deviation of noise in each of 3 image component was 20 with the signal range O-255. Filtering was performed by 

filter of Eq. (15) with A1-I,,.a,a = 1. 

Figure 2: Blind image restoration: RGB components of the initial image (upper raw) and corresponding components 
of the restored image (botom raw). The filtering was performed by the filter of Eq. (16) with P = 0.75, G = 2 and 
thr, = 50; thr, = 30 and thrb = 60. 


