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ABSTRACT 

This paper presents a novel method for handwrit- 
ten character recognition using wavelet packet trans- 
form and fuzzy logic. This method exploits the time- 

frequency localization and compression capability of 
wavelet packet transform, using the best basis algo- 
rithm to enhance the accuracy of recognition at the 
pixel level and the computational capability of fuzzy 
logic with linguistic variables, which is a universal ap- 
proximator if it uses enough rules. The best basis al- 
gorithm automatically adapts the transform to best 

match the characteristics of the signal, as well as min- 
imize the additive cost function. The wavelet packet 
transform of the handwritten characters are taken us- 
ing the best basis algorithm. The standard deviation 
of the spread of the coefficients in each multi-resolution 
level are computed, which forms the characteristic fea- 
tures for the characters. These features are given as 
input to the fuzzy logic character recognition system, 
where these are fuzzified, analyzed, and the correspond- 
ing, characters are given as output using IF . . . THEN 
rules. This method is more efficient for handwritten 
character recognition than energy sorted wavelet trans- 
form of character images, since it contains only a few 
edges in the image. Simulation of four multi-resolution 
levels for each character is done using symmlet and 
results show that they have better accuracy than the 

methods using only fuzzy logic. 

1. INTRODUCTION 

Handwriting identification and recognition are of great 
practical interest in the extraction of discriminating 
and invariant information from a handwritten text [l]. 
Generally, handwriting identification and recognition 
systems can be divided into off-line and on-line sys- 
tems. In off-line systems, only static information can 
be obtained while in on-line systems dynamic informa- 
tion can also be considered. So, in order to recognize 
a cursive script, off-line systems use critical points like 

end points, crossings, branch points, local extrema in 
the X and Y dimensions and so on, while in on-line 
systems a stroke of a cursive script occurs between a 
pen-down and the successive pen-up. One of the great- 
est advantage of on-line devices is that the acquisition 
process itself yields a natural segmentation of a cur- 
sive script into strokes. On-line systems require the 
use of special equipment for the writer such as electro- 
magnetic/electrostatic pens and pressure sensitive dig- 
itizing tablets, which are not as simple, natural, and 
cheap as pen and paper. Besides a hard copy must 
be available to keep a physical trace for justification. 
Off-line handwriting identification and recognition are 
more difficult, not only because of the loss of dynamic 
information, but also because the camera reading pro- 
cess of a cursive script adds additional noise to the 
remaining information. It is practically impossible to 
restore the real trajectory of a penball. To recognize a 

static handwritten text, one needs to determine the dis- 
criminating, robust, and perceptually salient features 
of handwriting that reflect the fundamental factors of 

shapes and curves that make up a cursive script. Ma- 
chine recognition of general handwritten text faces a 
number of challenges. The dynamic nature of hand- 
writing styles requires development methods that are 
adaptive to local variations. There is no perfect math- 
ematical model that can describe such extreme varia- 
tions, and hence it is impossible to find characteristic 
features that are invariant with different writing styles. 
So, one may extract characteristic features that are rea- 
sonably insensitive to variations caused by individual 
writing styles, while maintaining the ability to sepa- 
rate between characters. In this paper, wavelet packet 
transform (WPT) which is good for time-frequency lo- 
calization at different multi-resolution levels is used for 
feature extraction and fuzzy logic technique is used for 
classification and recognition. 

Wavelet packet transform is used for sub-band cod- 
ing by researchers [2, 3, 41. Image coding based on en- 
ergy sorted wavelet packets is discussed by Kong [5]. In 



the energy sorted wavelet packet decomposition, all the 

sub-images in the packet are sorted according to their 
energies and the most important sub-images as mea- 
sured by the energy are preserved and coded. Charac- 
ter recognition using fuzzy logic is discussed in [6, 7, 81. 

2. WPT AS FEATURE EXTRACTOR 

Feature extraction is a fundamental problem in image 

processing. Feature extraction in off-line text analysis 
can be classified into statistical and structural meth- 
ods [9]. In statistical techniques, features extracted 

from handwritten text images can be global or local, al- 
though a successful system may combine both of them. 

Generally the global features are easily extracted, in- 
sensitive to noise, and can tolerate minor distortions 

and stylistic variations commonly associated with writ- 
ing of the same words by the same person. On the 
other hand, the local features extracted from hand- 
written text based on local information are usually 

stable and have a high tolerance to distortions and 
stylistic variations. Wavelet transforms of signals are 
well known for their time and frequency localization 
property. The wavelet transform decomposes the orig- 
inal image into waveforms at different scales and lo- 

cations. The large wavelet coefficient corresponds to 
important features in the image, such as edges. Also, 
orthonormal wavelets with finite support exhibit a very 
powerful mathematical tool for decomposing a func- 
tion into a multi-resolution hierarchy of different lo- 
calized frequency components. Such a decomposition 
allows us to analyze a function simultaneously at dif- 
ferent levels of resolution, and supports coarse to fine 
representation strategies similar to what exist in hu- 
man visual systems [lo]. Wavelet approximation can 

compact the energy of a signal into a relatively small 
number of wavelet functions. This data compression 
feature of wavelets is valuable for applications such as 

non-parametric statistical estimation and classification. 
This property is used in our approach for the classifi- 
cation of handwritten characters. Wavelets are funda- 
mental building block functions, similar to the trigono- 
metric sine and cosine functions oscillating about zero. 

Wavelet packet approximators are based on translated 
and scaled wavelet packet functions Wj,b,k. These are 
generated from a base function of the form wj,b,k(t) = 

2-““Wb(2-‘(t-k)) [ll], where j is the resolution level, 
b is the number of oscillations, and Ic is the translation 
shift. In wavelet packet analysis, a signal f(t) is repre- 
sented as a sum of orthogonal wavelet packet functions 
wj,b,k (t) at different SCdeS, OSCillatiOnS, and locations: 

j b k 

where wj,b,k is the wavelet packet coefficient. The range 
of summations for the levels j and the oscillations b is 
chosen so that the wavelet packet functions are orthog- 
onal. A fast splitting algorithm [12] which is an adapta- 

tion of the pyramid algorithm [13] for discrete wavelet 
transform is used for finding the wavelet packet table. 
The splitting algorithm differs from the pyramid algo- 
rithm in that low-pass and high-pass filters are applied 
to the detailed coefficients in addition to the smooth 
coefficients at each stage in the algorithm. Also, all 
the coefficients are retained, including those at inter- 
mediate filtering stages. The best basis algorithm [14] 

is used for selecting optimal bases (transforms) from 
wavelet packet tables. The best basis algorithm auto- 

matically adapts the transform to best match the char- 
acteristics of the image. The best basis algorithm finds 

the wavelet packet transform W that minimizes the 
additive cost function, E(W) = ~j,bE(wj,b), where 
(j, b) E I with I as the set of index pairs (j,b) of the 
components in the transform W. At the heart of the 
best basis algorithm is the wavelet packet cost table 
which is the table of costs E(wj,b). Minimizing the de- 
fault cost function is equivalent to finding the minimum 
entropy function. Feature extraction is done by taking 
the wavelet packet transform of the character image 

using the best basis algorithm for a desired number of 
multi-resolution levels. 

3. FUZZY RECOGNITION SYSTEM 

Common sense knowledge can be characterized as pieces 
of knowledge that are usually true, but not necessar- 
ily always true. A serious drawback of conventional 
approaches to knowledge representation is their inabil- 
ity to represent uncertainty and imprecision. Hence 

the conventional approaches are inadequate for repre- 
senting human reasoning which are approximate rather 
than exact. Fuzzy logic, which can be viewed as an 

extension of classical logical systems, provides an effec- 
tive conceptual framework for dealing with the prob- 
lem of knowledge representation in an environment of 
uncertainty and imprecision. Zadeh’s theory of incom- 
patibility states that as the complexity of a system in- 

creases, our ability to make precise yet significant state- 
ments about its behavior diminishes until a thresh- 
old is reached beyond which precision and significance 
or relevance become almost mutually exclusive char- 
acteristics [15]. When the brain receives complex data 
through the senses, it tries to summarize data, reducing 

massive detail to chunks of perception. For instance, 
the million light-sensitive cells of the human retina take 
in far too much information for the brain to decode. 
But it has tactics for sifting and reducing this flow. 



In other words, it summarizes the information. That 
is, we perceive the precise information in a fuzzy way, 
Fuzzy logic could handle complexity in a similar way. 
By summing up words mathematically, fuzzy sets could 

help bring complex systems, like the visual information, 
under control. Fuzzy systems are universal approxima- 

tors if they use enough rules [16]. In this sense, any 
continuous function or system can be modeled by them 
and the quality of the fuzzy approximation depends on 

the quality of the rules. According to Zadeh [17], ex- 
ploiting the tolerance of imprecision is an important 
issue in Computing with Words (CW). A key aspect of 
CW is that it does computation using fuzzy variables 
in natural languages. Humans can express their men- 
tal perceptions by formulating reasons from premises 
which help them to reach conclusions using words in 
natural languages. Due to the impreciseness, lack of 
structure, tremendous variations in writing styles of the 

same person and between persons, etc. associated with 
handwritten characters, a fuzzy logic approach is used 
for character recognition purposes. Here a multi-input 
single-output fuzzy system is used which is given by 
f : U c R” H V c R, where U = Vi x Us x . ..U., 
is the input space and V c R is the output space in 
Uj. A fuzzy inference engine can be formed by a set of 
linguistic rules in the form of “IF <a set of conditions 
are satisfied> THEN <a consequence is inferred>“. 
In our handwritten character recognition system, the 
statistical features from the standard deviation of the 
coefficients of the wavelet packet components are given 

as input to the fuzzy recognition system. Fuzzy sets 
are formed for each wavelet component with the name 
of the component, the membership value in the range, 

and the name of the range. The fuzzy logic system 
consists of a fuzzifier, a fuzzy inference engine, and a 

defuzzifier. 

4. SIMULATION 

The handwritten text is segmented, characters are en- 
larged to fit into a 4 x 4 matrix cell, and scanned to 

get the character image which is sampled in our case 
at 1282128 pixels and given to the Feature Extrac- 
tor. WPT of each character image is taken at enough 
multi-resolution levels (four levels in our case) for bet- 
ter precision, using best basis algorithm. The wavelet 

symmlet s8 is used for simulation. Exploratory data 
analysis is done on the coefficients and standard de- 
viation of coefficients for all the four levels computed 
for each character. These values form the character- 
istic feature of the character image and are given to 
the fuzzy logic recognition system. Here, fuzzy sets are 
formed for each wavelet component by the fuzzification 

process, and the fuzzy rule-based inference engine will 
classify and recognize the character and the character 
is given as output. As an example, consider the char- 

acter image for “A”. Standard deviations of wavelet 
coefficients for slanting towards right “A” (RA), nor- 
mal straight “A” (NA), and slanting towards left “A” 
(LA) are computed after WPT is taken for four levels. 

The WPT of character image for “A” is shown in 

Table 1. The coefficient values are fuzzified and rules 
are formed for the recognition system. The member- 
ship overlaps ‘LOW’, ‘MEDIUM’ and ‘HIGH’ are as- 

signed for the range O-5. Range span is chosen as a 
multiple of 5, the higher end being a multiple of 5 
higher than the largest standard deviation value of co- 
efficients, and the lower end is zero. Each span of 5 
starting from zero is given a range name Rl, R2,...,Rn. 
So the value 21 will be ‘LOW’ in the range span R5 with 
an exact membership of 0.2 in R5. The rule for char- 
acter “A” can be as follows: IF wl.O-~1.1 is LOW OR 
MEDIUM OR HIGH in R8 AND wl.l-~1.1 is HIGH 
in R5 OR LOW in R6 AND . . . AND w4.13-~4.1 is 
HIGH in R3 OR LOW in R6 THEN character is “A”. 
The feature extraction is done using S-PLUS software 
from Mathsoft and the fuzzy logic recognition system 
is simulated using LISP, since we have to process a list 
of fuzzy sets for each character. 

5. CONCLUSION 

The best basis algorithm for taking WPT reduces cost 
over other transforms. Also it has lowest mean square 
energy uniformly across all compression ratios. Since 

the energy concentrates on two or three wavelet com- 
ponents, the energy sorted approach fails for character 
recognition. The fuzzy rules can be tuned to incorpo- 
rate more variations in writing. 
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Table 1: WPT coefficients for character “A” 
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Fig. I WPT of Character image for “A” using Best-Basis algorithm 


