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Abstract 

In this paper, we propose a new class of 

nonlinear filters called rank ordered neu- 
ral network (RONN) filters based on a 
detection-estimation strategy and neural 
network technique. RONN filters not only 
inherit the adaptive capability from neural 
networks but also exploit the rank information 
from selected observation samples in contrast 
to that of traditional neural network (NIV) 
filters. As expected, the experimental results 
reveal that RONN filters are superior than 
that of other existing filters. 

1 Introduction 

In this paper, we propose a new class of non- 
linear filters called rank ordered neural net- 
work (RONN) filters based on a detection- 
estimation strategy and neural network tech- 
nique. RONN filters not only inherit the 
adaptive capability from neural networks but 
also exploit the rank information from selected 
observation samples in contrast t.o that of tra- 
ditional neural network (NN) filters [l]. As 

known, NN filters must be trained in advance 
when they are ready to be employed. How- 
ever, the training phase is required to spend 
a lot of computational operations in order to 
achieve the local minima. RONN filters also 
are required to be trained, but their training 
time can be reduced to arrive the local min- 
ima rapidly. The reason is that the number 

of training samples of RONN filters is less 
than that of NN filters. The filtering ca- 
pability of RONN filters is further improved 
to invoke the selection of training samples to 
train RONN filters, whereas NN filters do 
not. The fact is justified in the experimental 
results. 

2 Basic Concepts 

2.1 Definitions and Concepts 

Definition 2.1 Let Moriginal and M,,oiSy be 
two given images. Suppose that both Mnoisy = 

[Xijlnxn and Moriginal = [dij]n x71 are given as 
well as the size of the sliding window is r x r. 
We have 

S = {Pij = (Xij, dij) : 1 5 i < n, 1 5 j 2 n} 

(1) 
where Xij represents an observation vector 
when the sliding window masks on Mnhsy at 
position (i, j). In general, we are able to re- 
gards a5 

S=TUC (2) 

where S is called as the set of observation pat- 
terns, T is called as the set of training pat- 
terns, and C is called as the set of checking 
patterns. 0 

However, the exact formula of input- 
output mapping is not easily found just by 
using the mathematical approach while the 
training patterns are available. The structure 
of this input-out.put mapping can be pictori- 
ally shown in Fig. 1. In this paper, F is de- 



Figure 1: The desired function F. 

fined as 

F : (0, 1,2, ... ,255)r” 4 (0, 1,2, ... ,255)) 

that is, 
(3) 

F(Xij) = dij. (4) 

As ‘before, it is difficult to obtain the formula- 
tion of F. Our aim, therefore, is triggered to 
approximate F by virtue of neural networks 
which play a role as the estimated function 
F^depicted in Fig. 2. F^is expected to mini- 
mize a sum of squared errors between its ac- 
tual output d; and the desired output dij 
when the mean squared error (MSE) criterion 
is applied to find the best possible mapping (or 
estimated function) for the set of training pat- 
terns. 

x, -~T]-~2ij 

Figure 2: The estimated function F. 

2.2 NN Filters 

2.2.1 The Architecture of NN Filters 

A p-q-l multilayer perceptrons is employed to 
the design of the NN filter, its architectural 
layout shown in Fig. 3. It accepts p observa- 
tion samples, such as zir, zi2, . . . . ZQ,, has only 
one hidden layer with q neurons, and has a 
single output neuron in the output layer. In 
Fig. 3, the square stands for one of the in- 
put observation samples, and the circle repre- 
sents the neuron. The neuron model is pic- 
torially depicted in Fig. 4. Those neurons, 

Figure 3: A Multillayer perceptron with a sin- 
gle hidden layer and output layer. 

Figure 4: The neuron model of neuron k at 
layer 1. 

graph which means that each neuron is con- 
nected by either all inputs or all neurons lo 
cated at the previous layer. Each connection 
edge between two neurons has a corresponding 
synaptic weight. To be specific, each neuron 
must be given a model depicted as Fig. 4. The 
neural model includes three basic terms. The 
first term is a set of synaptic weights, such as 

w:o, Wfcl,..., && The second term is a linear 
combiner, 

tn 
v’ = 

k c 
.l l-l 

%kjYj - 40 (5) 

j=l 

where wLO represents the threshold value. The 
third term is an activation function cp. Note 
that the output of the linear combiner is called 
internal value, namely vfc, and is taken as the 
input of cp. Then the output of cp is the ac- 
tual output of the neuron. The details about 

are shown in Fig. 3, form a fully connected the model of neuron can refer to [5]. As men- 



tioned before, the function of neural network 
is decided by a set of synaptic weights. In this 
paper, Fig. 2 can be expressed as 

P(Xij, W) = &j v-3 

where W is a set of synaptic weight vectors. 
Consequently, it is important to apply a learn- 
ing algorithm to obtain W with respect to 
a neural network with the specific structure 
MLPs. The network is expected to be the 
best possible input-output mapping for the 
training pattern set. The learning algorithm 
used in the experiment is introduced in the 
following subsection. 

Figure 5: The RONN filter model 

3 RONN Filters 

2.2.2 The Learning Algorithm of NN 

Filters 

Actually, the neural network not only must in- 
clude a fixed structure MLPs but also must 
need a learning algorithm to decide W in or- 
der to perform well behavior for the set of 
training patterns. In analogy to the well- 
known back-propagation learning algorithm, 
our learning algorithm is derived based on 
the back-propagation learning algorithm, but 
the activation function is different from [5]. 
Our activation function is a hyperbolic tan- 
gent function, a sigmoidal nonlinear function, 
which is asymmetric corresponding to origin as 
well as for its amplitude of output between -1 
and 1. It is shown in Fig. 4. Our learning al- 
gorithm adopts a hyperbolic tangent function, 
cp, to be the activation function. cp is defined 
as 

where the parameters a and b denotes the am- 
plitude of p’s outputs and ‘p’s slope, respec- 
tively. The shape of cp is depicted in Fig. 4 if 
parameter a is equal to 1. 

Although, NN filters possess detail- 
preserving and adaptive capability when they 
are applied to restore noisy images. Only the 
local statistics of selected observation samples 
are taken as inputs of NN filters, but the rank 
information of selected observation samples is 
not utilized to improve further performance. 

The model of RONN filters, shown in Fig. 5, 
is composed of two components. One com- 
ponent is the impulse noise detector, and the 
other is an NN filter. The filtering algorithm 
begins to exploit the impulse noise detector 
to decide whether the target pixel is a noise 
or not. The target pixel is immediately out- 
putted with no change if it is not a noisy pixel. 
Otherwise, the NN filter is triggered to es- 
timate the desired value with respect to the 
noisy pixel. Thus, the dash line denotes that 
the control of whether the NN filter is fired 
or not. In other words, the actual output of 
RONN filter, gij, can be represented as 

Yij = 
Xij 7 if xij is not a corrupted sample, 

p(Xij) 7 otherwise, 

03) 
. I 

where %(.) denotes the NN filter, and the ob- 
servation sample vector Xij is defined as 

Xij = (Xi-l,j-17 Xi-l,j, Xi,j+l, Xi,j-1, Xij, 

Xi,j+l, Xi+l,j-1, Xi+l,j, Xi+l,j+l) (9) 

when a 3 x3 sliding window is available and 
covers on a corrupted image at position (i, j). 

The model we propose herein can further 
improve the filtering performance of NN fil- 
ters, since it is more prone t,o be a best map- 
ping associated with the training samples (i.e., 
input-output pairs) than that NN filters can 
be. NN filters are without the feature of 
the selecting training samples which is the 
most prominent difference from RONN fil- 
ters. That is, NN filters arrive at a worse 



mapping associated with the training samples, 
since they are without invoking the selection 
of training samples when they are fed into net- 
work in the training phase. However, RONN 
filters employ the local statistics of selected ob 
servation samples to pass those training sam- 
ples which may make a worse mapping. Hence, 
we believe that RONN filters achieve a best 
possible mapping for the given training sam- 
ples, and perform a better behavior of noise 
cancellation than that of other proposed fil- 
tering techniques. 

4 Experimental Results 

The image “Baboon” with size 512x512 is one 
of the testing images in the computer simu- 
lation. The corrupted version of the original 
“Baboon” is corrupted by 10% impulse, that 
is, 10% positive impulse and 10 % negative im- 
pulse. In addition, the height of the impulse is 
f100. The thresholds used in the SD-ROM 
filter are exerted by the RONN filter for im- 
pulse noise detection [2]. The filtering com- 
ponent of the RONN filter adopts the same 
architecture and learning algorithm as the NN 
filter [l] . 

We propose a new quantitative measure- 
ment, as comparison index with respect to 
MSE, 

c MSEPe 
MSE = PeEQ 

iY(Q) (10) 

where Q ={pe = 0.2Ic]lc = 2,. . . : lo}, #(Q) is 
the cardinality of the set Q, and MSE,, 
stands for the MSE performance of a filtered 
image, when the noise model is the impulse 
model with an error probability p,. Using the 
similar concept, SNR can be defined as 

c SN%, 
SNR = peEQ 

i+(Q) 
(11) 

[l] P.-T. Yu and H.-H. Tsai, “On the design 
and study of adaptive capability for neural 
network filters in image restoration,” ICS, 
NSYSU, Kaoshiung, R.O.C., 1996. 

The results using MSE and SNR as compari- 
son indices are shown as Table 1: respectively. 

The “Baboon” image corrupted by addi- [2] E. Abreu and S. K. Mitra, “A signal- 
tive impulse noise pe = 0.12 (i.e., [6%, 6%]) is dependent rank ordered mean (SD-ROM) 
shown in Fig. 6(a). The results of restored im- filter: a new approach for removal of im- 
ages are shown in Figs. 6(b) to (f) with 3 x 3 pulses from highly corrupted images,” in 

Median [3] 
SD-ROM 121 
RCRS (ML;) [4] 
NN (3000 epochs) 

MSE SNR 
238.55 18.72 dB 
141.62 21.04 dB 
146.31 21.13 dB 
89.79 23.41 dB 

ROiN (3060 epochs) 1 65.39 1 24.92 dB 

Table 1: Comparison results using different 
techniques via distinct comparison indices de 
fined as Eqs. (10) and (11) 

filters, respectively. We only show the results 
of restored images associated with p, = 0.12 
to present in the paper. The explanation is 
that the quantitative performances of MSE 
and SNR are close to that of the case when 
the impulse noise model with p, = 0.12 is ap 
plied. 

5 Conclusions 

In this paper, a new approach of nonlinear fil- 
ters associated with NN filters called RONN 
filters, which is controlled by the impulse noise 
detector related to whether an impulse noise 
is detected or not, has been proposed. Due to 
NN filters cooperate with the impulse noise 
detector to yield RONN filters. RONN filters 
not only employ the rank information from lo- 
cal statistics of observation samples but also 
reduce the training time in contrast to that 
of the traditional NN filters. Moreover, NN 
filters possess more adaptive capability than 
that of other existing filters. The computer 
simulation results reveal the fact that RONN 
filters provide better filtered performance than 
that of the others. 
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