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ABSTRACT 

In this paper, we compare several one-channel and 

two-channel noise+stimation techniques. We focus 
on their estimation features in a non-stationary noisy 
environment while a speech signal is present, as this 
is one of the unsolved problems for spectral subtrac- 
tion algorithms. All one-channel solutions make use 
of the different statistics of speech and unwanted 
noise. The two-channel algorithms use the spatial 
characteristics of the noise field in order to estimate 

the power spectral densities (PSD). First, we will 
briefly describe several existing algorithms, then we 
will introduce a new one which is related to the one 
proposed by Gierl [l]. 

1. INTRODUCTION 

In this contribution, we describe several techniques 
to estimate noise while a speech signal is present. 
Est.imat,ing noise is essential for spectral subtraction 
algorithms. Using a voice activity detector (VAD) 
does not work well, as the V,4D assumes that the 
noise is stationary during speech intervals. Further- 
more, there are no robust one-channel VADs up to 
now. To overcome this problem, several one-channel 
noise-estimation techniques without VAD have been 
introduced during the last few years [2, 3, 4, 5, 61. 
Another way of handling this problem is to use a 
two-channel approach to estimate the noise [l, 71. In 

the first part of our work we will give a short sum- 
mary of the existing techniques. Secondly, a new 
algorithm is introduced and we show that this algo- 
rithm theoretically can estimate the noise perfectly, 
if the spatial noise characteristic is known. Finally, 
we will compare all algorithms in terms of their abil- 
ities to estimate the noise of a mixed signal, consist- 
ing of slowly amplitude-modulated noise added to 
clean speech. 

2. ALGORITHMS 

One-Channel Algorithms 

Voice Activity Detector (VAD) 

Direct Estimation (DE) [3] 

Modified Direct Estimation (MDE) [3] 

Threshold Direct Estimation (TDE) [5] 

Histogram Technique (HT) [5] 

Minimum Statistics, Martin (MSM) [2] 

Minimum Statistics, Doblinger (MSD) [4] 

Iterative Wiener Filter (IWF) [6] 

All one-channel noise estimation techniques use re- 
cursive formulas in subbands (FFT-based) t,o esti- 
mate the noise. This recursion can be interpreted 

as a Welsh periodogram. The algorithms differ from 
each other in the rules to update these formulas. The 
most complex algorithms are the MSM and the HT 
techniques. These algorithms additionally use the 
different probabilities of noise and speech to sepa- 
rate the two. 

2.2. Two-Channel Algorithms 

l Channel Subtraction (SUB) [l] 

l Cross-Correlation Based (CC) [7] 

l Modified Channel Subtraction (NEW) 

The two-channel approaches use the different, spa- 
tial correlations of noise and speech to estimate the 
noise. They assume that the speech is highly corre- 
lated at different sensors and that the noise source is 
either diffuse or spatially separated from the speech 
source. 
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3. SIMULATION 

Figure 1: Blockdiagram 

2.3. Modified Subtractive Algorithm 

If we assume that the speech signal is perfectly cor- 
related and there is no time-delay between the sig- 
nals on the microphones, there are different ways 
of estimating the noise. One solution is to block the 
speech by subtracting signals of different sensors (see 
figure 1). The residual signal Y-(f) does not con- 
tain any speech, but. noise only. This noise has to be 
transformed by a filter H(f) in order to compute the 

noise estimation of the added signals Y+(f). Gierl 
proposed a system-identification algorithm to esti- 
mate the filter. It, can bc shown that this filter only 
depends on the real part of the complex coherence- 
function of the noise 

rx,x,(f) = 
PXl x2 (f) 

dpx, x1 (fPxax2 (f) : 
(1) 

where P(f) denotes power spectral densities (PSD). 
To compute the transformation filter H(f) we 

first compute the PSD of Y+(f) 

Py+ y+ = x1x; +x2x; +x2x; +x1x; . (2) 

If we assume that no speech signal is present and 
that the PSD of the noise is PNN = Px,x, = Px2x2 
it follows using equation (1): 

Py+ y+ = 2PNN + 2%(&x;} (3) 

= 2PNN (I+ R{rXlXz}) 

‘The PSD for Y- is similar: 

PY-Y- = x1x; +x2x; - x2x; - x1x; 

= 2PNN - 2!,?{&x;} 

= 2PNN (1 - s{rX~Xz}) (4) 

Thus the filter is 

1+ 3 P--z,z,(f)~ 
H(f) = 1 - X{(r,,,,(f)} . (5) 

In order to estimate the coherence of the noise we 
still need a. coarsly working VAD. However, we are 
no longer dependent on time stationarity but only 
on the spatial stationarity of the noise. It can be 
shown that spatial stationarity is more likely to be 
given (for example in cars) [l, 81. 

To compare the algorithms under different noise sit- 
uations we first simulated three rooms with varying 
reverberation time (~6s = Oms, 150ms and 1000ms) 
by using the image method described by Allen and 
Berkley[S]. In order to get mixed signals we con- 
volved one speech sentence and white Gaussian noise 
with their respective room impulse response and mixed 
them at different time-varying levels. In the first 
test, we have simulated decreasing noise. We started 
at OdB signal to noise ratio (SNR) and increased 
it with velocities from OdB/s (stationary noise) to 
5dB/s. In a second test increasing noise is simulated. 
The beginning SNR is 1OdB and decreases with the 
same velocities (see figure 2). The criterion for the 
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Figure 2: Mixed input signal for the increasing noise 
experiment 

noise estimation performance is the absolute error of 
the estimation which is normalized to the absolute 
error of the VAD algorithm. It is computed as 

we 

ficl 
f=O k=wb 

where wb and we denote the beginning and the end 
of t.he sentence. The true power spectral density 
(PSD) of the noise is denoted by N, and iValgO is 
the estimated noise of the selected algorithm. This 
error criterion has the same weighting for under- and 
overestimation of the noise, but the effects for noise 
reduction algorithms are different: there is either 
residual noise or signal cancellation. 

4. RESULTS 

In the figures 3 to 6 the results for the simulation 
with the reverberation time of 760 = 150ms are shown. 
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Due to the normalization the results for the VAD 
are always one, but the absolute error for the VAD 
increases dramatically. It is 3 times larger in the 
decreasing noise test at Sdb/s and 115 times larger 
in the increasing case. This shows, that no one- 
channel technique gives good results if noise is in- 

creasing. The two-channel algorithms outperform 
the one-channel solution: but the noise estimation 
performance is poor, too, if the noise increases fast. 
The results for 760 = Oms and 760 = 1OOOms are 
comparable. Only the CC method gives better re- 
sult,s for larger reverberation times. These results 

confirm that the one-channel algorithms are inde- 
pendent of the noise condition. 

Figure 3: One-channel algorithms, decreasing noise, 
normalized t.o the V-4D Error 

2/ 

Figure 4: Two-channel algorithms, decreasing noise, 
normalized to the V.4D Error 
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Figure 5: One-channel algorithms! increasing noise, 
normalized to the V.4D Error 
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Figure 6: Two-channel algorithms, increasing noise, 
normalized to the VAD Error 

4.1. Comments on the algorithms 

DE: The DE algorithm fails in all cases because of 
the strong signal cancellation. This is a typical prob- 
lem for this type of algorithm. 

MDE: Due to the stronger restriction of the attack 
time in the recursive formulas of this algorithm, the 
signal cancellation effect is less than that of the DE. 
This algorithm is the best one-channel choice, if the 
complexity of the algorithm has to be as low as pos- 

sible. 

TDE: The TDE algorithm shows a better noise es- 
timation performance than the MDE, but this algo- 
rithm is not as robust, as the MDE. 
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HT: Due to its complexityY the HT algorithm (not 
shown in the figures) is not to be recommended. The 
noise estimation performance is comparable to that 
of the TDE. Only in the stationary case this algo- 
rithm performs noticeably better. 

MSM: The MSM is the best one-channel algorithm 
for noise estimation. It is robust and has very good 
noise est,imation features for decreasing noise. Its 
only disadvantage is its complexity and its need for 
much memory. 

MSD: The MSD algorithm has a tendency to can- 
cel the signal. The parameter choice is more difficult. 

IWF: The IWF has a different structure and has 
to be seen in the complete noise reduction scheme. 
For noise estimation this algorithm is unsuitable, but 
the noise reduction and the residual speech quality is 
comparable to that of other one-channel algorithms. 

SUB: The SUB (not, shown in the figures) has the 
sa.me features and results as our new approach, be- 
cause of the close relation of the two algorithms (see 

NEW). 

CC: The CC algorithm works best in an uncorre- 
lated noise field, but t.his noise condition cannot be 
assumed for speech acquisition. There is always a 
high coherence for low frequencies, dependent on the 
microphone distances, and furthermore there are of- 
t:en correlated frequencies, due to resonance frequen- 
cies of noise sources. 

NEW: Our NEW algorithm (and SUB) gives best 
results for all cases. It, works with all SNRs and in 
the case of increasing noise. The only drawback is, 
there is a need for a coarsly working VAD. But for 
two input channels quite good V.4Di 

by PI. 

5. CONCLUSION 

are presented 

In this contribution we have given a comparison of 
known noise estimation techniques. Furthermore, 
a theoretically motivated new approach was intro- 
duced. The results show that the one-channel esti- 
mation techniques do not work well when noise in- 

creases. Only the two-channel techniques give accu- 
rate results in all cases. 
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