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ABSTRACT 

This paper deals with a speech recognition system in 
a car facing a car radio. The speech recogniser can 
be used either for a mobile phone or for a board com- 
puter. So. it will be possible to activate the mobile 
phone together with the car radio. It will also be pos- 
sible t,o voice control the board computer in the same 
context (car radio active). The sound diffused by the 
car radio loud-speakers disturbs the speech recogniser 
[l]. To cancel the loud-speakers echo picked up by 
the microphone, we show and evaluate the use of an 
Acoustic Echo Cancellation technique in the Stereo- 

phonic case (AECS). 

1. INTRODUCTION 

Our final objective is to get the same speech recog- 
nition system behaviour with or without the car ra- 
dio on. This objective can be reached if we cancel 
the car radio echo. To cancel the car radio echo, we 
propose to use the well known Acoustic Echo Can- 
cellation technique (AEC). In this car radio context, 

the AEC reference input signals are not only 

speech (for example an information radio) but also 

music (as jazz, rock..). We know from [2] that all 
the AEC algorithms behaviours are mostly identi- 
cal either with music or with speech. We confirm 
it. Furthermore, as the number of loud-speakers can 
be equal or greater than two, we consider an Acous- 

tic Echo Cancellation problem but in the Stereo- 

phonic case (AECS) [3]. In this context, we apply 
the AECS system described in figure 1 to the speech 
rccogniser. In the following, we give a first evalua- 

tion of the usefulness of the AECS system, without 
theoretical result. 
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Figure 1: AECS system 

driver had to speak to simulate a vocal command. 
The coherence function (gamcr) between the left and 
the right loud-speaker inputs (~1 and 22) is: 

where: 

E[xl(n).d(n - ~)].-'~"f' 1 (2) 

In the figure 2, we show two coherence functions 
of two input reference files issued from an information 

radio (a french radio diffusing news)! called informa- 
lion, and from a classical music radio, called classical. 
We can see, right part of the figure 2, that the coher- 
ence function of the informdim left and right input 
signal references is nearly equal to 1 (that means that 
the left and right input references are almost identi- 
cal). That is not the case for the classical signal, left 
part of the figure 2, where the coherence function val- 
ues are very different. Here, we point out a critical 
situation. 

2. DATA BASE DESCRIPTION 

3. CRITICAL SITUATION 
The reference input signals have been recorded from 
CD and FM radio. They consist of jazz, rock and 
classical music and speech. Then, they have been 
diffused in a car with the two loud-speakers fitted 
out. in the front of t.he car. During the diffusion, the 

We know from [3] that for identical AECS algorithms 
input references, the algorithms (using two adaptive 
filters to identify the two real impulse responses) could 
be not able to identify the real impulse responses. 
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FigWe 2: Coherence function of the two input reference files: 
~“lnsszcal (left) and Informatzon (right). 

This is the cast for information where the coherency 
function is nearly equal to 1, see figure 2. With in- 

formation as input and after reaching the asymptotic 
convergence, we have verified that the each adaptive 
filter identifies a mix of the real impulse responses. In 
such a situation, we have simulated a scanning from 
the information radio to the concerto radio. With 
concerto! due t.o the difference of the left and the 
right loud-speakers, see figure 2, the two adaptative 
filters converge to the real impulse responses. So, at 
one moment the acoustic path changes heavily intro- 
ducing an important residual error. A very sensitive 
algorithm as an APA algorithm can diverge. If such a 
case occurs. we obviously understand that the speech 
recogniser will not work. 

4. THE SPEECH RECOGNITION 

SYSTEM 

The block diagram figure 3 shows the main process- 
irig modules of the whole speech recogniser. 
Front end processing: Wit.h reference to figure 3, 
the following step are performed: 
- Digitised speech, sampled at 8kHz, is preemphasized 

and windowed. 
- After FFT, a MEL extration is performed. 30 coefi- 

cients over MEL scale are calculated from the square 
modulus of the 256 FFT coefficients. 
- Xoise lhtimation (XE): noise estimation is updat- 
ing of each MEL band and is in the form: 

N(t) = alpha. N(1 - 1) (3) 

where ulphu is function of signal to noise ratio. 
The NE initialization period is 44 trames. In this 
equation, we can see that the noise model is a white 
noise model. So, we can expect that the car radio 
(diffusing music or speech) will be not taken into ac- 
count, by the NE. 
- Maximun Likelihood CoeJjicients (MLC) estimation: 
for each band a parameter is obtained as function of 
the signal to noise ratio of that band, according to 

the maximum likelihood function with soft decision 
scheme algorithm: 

- 

Where P[H~/SJ] is the probability of speech. given 
the observed power S(i) in the i-th band. P[Hl/S(1’)] 
is a function of the signal to noise ratio too. These 
parameters can be considered as a measure of the 
speech probability in each MEL band. They allow an 
integration of operation of VAD in the algorithm. 
- Voice Activity Detector (MD): The MLC of each 
band is filtered in the time domain. It is used to de- 
termine the state (word / no word) of the associated 
mel-band by comparing it with a threshold. 
- DCT: 12 coefficients from the 30 MEL coefficients 
as calculated and used by DTW for the matching ba- 
tween references and utterances. 
- Liftering: a sine square liftering and a normalization 
are applied to the 12 DCT coefficients. 

In our case, we do not consider the MFCC coefi- 
cient power. So, for an input signal we can give the 
associated VAD and the 12 MFCC coefficients calcu- 
lated for each 120 samples at, 8 kHz. 
Dynamic Time Warping or Hidden Markov 

Model: Depending of the application, we can use 

DTW or HMM algorithm [l]. The algorithm used is 
started and stopped by the VAD signal. 

Figure 3: Speech Recognition system. 

5. AECS EVALUATION WITH 

SPEECH RECOGNISER 

5.1. Simulation context description 

THE 

In our simulations, we used only the Front End part 
that delivers the Vocal Activity Detection (VA4D) and 
the Mel Frequency Cepstrum Coefficients (MFCC). 
We make the hypothesis that if the VAD and MFCC 
coefficients are the same with or without the car radio 
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on, we obtain the same speech recognition behaviour. 
In t.he following simulations, we show the VAD ob- 

tained by the speech recogniser with the signal picked 
up before and after the AECS processing (we add a 
star to show the vocal command VAD obtained with 
the driver vocal command only). We also show the 
cepstral distance between the MFCC coefficients be- 
fort and a.fter the AECS processing with refercncc to 
the driver vocal command, see figure 4. The driver 
vocal command consists of three french words: ‘vitre 

avant ’ ‘vitre arriere’ and ‘fermer’. We show results 
obtained with three radio stations: information is- 
sued from a french radio news, Rock and Concerto. 

Figure 4: Methodology of evaluation. 

The cepstral distance is calculated only when the 
driver speaks: 

(5) 

The VAD used for the AECS is obtained by lis- 
tening to the input signals. We use the two-channel 
LMS algorithm [3] with the adaptation step fixed to 

mu = 0.2 and the size of the adaptive filter fixed 
to L = 256. The average Echo Return Loss Enhance- 
ment (ERLE) between car radio echo before and after 
AECS processing is about 20 dB. To avoid problems 
due to the Front-end initialization the simulation data 
consists of the input sequences repeated twice. 

5.2. Simulation results 

The VAD (figures 8, 9, 10) obtained before the AECS 
processing is totaly different from the VAD obtained 
on the vocal command. We note that the VAD before 
AECS has the same characterist.ics as t.he VAD ob- 
tained on the car radio echo. We understand now 

why in [l] the speech recogniser can not work 

with the car radio! The VAD obtained after the 
AECS processing is nearer to the driver vocal com- 
mand VAD. But, we remark that some VAD cases of 

false detection, non detection and too long detection 
remain. The AECS VAD obtained by listening is dif- 

ferent from the Front-End VAD. For the Front-End 
VAD ‘vitre avant’ is a unique word to be recognized, 
it is two words for the AECS VAD. If we consider 
that the filter adaptation introduces a perturbation 
for the speech recogniser, the filt.er adaptation has to 
be stoped during these transitions. So! the Front.-End 
VAD can also be used by the AECS system. Though, 
we know the risks of a looped system. 

For the MFCC coefficients (figures 5, 6: 7) the 
cepstral distance between the signal picked up af- 
ter AECS and the vocal command signal is smaller 
than the cepstral distance between the signal picked 
up before AECS and the vocal command signal. If 
the MFCC coefficients after AECS are nearer to the 
MFCC driver vocal command coefficients, we can ex- 
pect a better recognition rate. So, we can conclude 

on these simulations that the AECS will im- 

prove the recognition system behaviour. We 
point out that the gain (difference between the two 

cepstral distances) can have negative values. 

6. CONCLUSION 

We have given a first evaluation of an AECS sys- 
tem applicability with a speech recognition system in 
the presence of a car radio. The AECS system im- 
proves the VAD with respect to the absence of AECS 

processing. Furthermore, the cepstral distance be- 
tween the signal picked up after AECS and the vocal 
command signal is smaller than the cepstral distance 
between the signal picked up before AECS and the 
vocal command signal. But we conclude that the 
AECS processing used. which gives 20dB of echo at- 
tenuation, seems to be not sufficient to keep the same 
recognition rate with or without the car radio. 
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Figure 3: Ccpstral MFCC distance obtained with Informnt~on. Figure 8: VAD obtained with Informatron 
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Figure 6: c epstral MFCC distance obtained with Concerto. Figure 9: VAD obtained with Concerto 
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Figure 7: Cepstrai MFCC distance obtained with Rock. Figure 10: VAD obtained with Rock. 
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