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Abstract 

A signal separation algorithm is used in the present 
paper in order to improve the Signal to Noise Ra- 
tio (SNR) of a signal disturbed with noise. The al- 
gorithm uses a criterion of squared crosscorrelations 
between separated signals, and is thus based on sec- 
ond order statistics. Leaking is introduced in order to 
improve the performance. The signals used are real 
world signals measured with a modified mobile unit 
with two microphones. Signal to noise ratios, before 
and after separation, are presented. Furthermore, it 
is shown how to compute the SNR for signals in sce- 
narios when both the mixing system and the noise 
signals are unknown. 

1 INTRODUCTION 

Modern telephones are very sensitive to environmen- 
tal noise. The codebooks for digital communication 
are designed to deal with undisturbed speech, and 
disturbed speech can therefore become even more dis- 
torted before it reaches the recipient. For these rea- 
sons it is important to achieve a higher signal quality 
before the signal transmission. 

The primary microphone of the mobile unit, see 
figure 1, registers a signal which contains both speech 
(referred to as the wanted signal) and unwanted noise. 
The subject of this paper is to present a method which 

attenuates the unwanted noise yielding a higher SNR 
value. This is achieved with a secondary microphone, 

in the upper end of the mobile unit, together with a 
signal separation algorithm. 

One of the aims of this project is to collect a 

database of disturbed signals. The measurement 
equipment are a modern mobile-phone, an artificial 
mouth, DAT-recorders, and an anechoic room. The 
mobile unit is equipped with two microphones so that 

the signal separation method, presented below, can 
be used. Examples of disturbed environments are: 
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Figure 1: Modified mobile unit. 

noise played through a loudspeaker in a corner of the 
anechoic room, inside car driving at 90 km/h, near a 
drill, and in a pub. 

2 SIGNAL SEPARATION 
SCENARIO 

The mixing model used in the present paper has a 
cross coupling structure, i.e. both source signals (xi 
and zz) are present at both sensors (with signals yi 
and ys), see figure 2a. The boxes denote linear, pos- 
sibly time varying, dynamical filters. This problem, 
of separating the uncorrelated (sometimes indepen- 
dent) signals, is referred to as the Blind Signal Sepa- 

ration problem, see e.g. [2, 11. In the context of the 
present paper one of these signals (21) is a wanted 
(e.g. speech-) signal and the other (~2) an unwanted 
disturbance. 

A separation structure is applied to the measured 
signals yi and ys in order to produce the signals s1 
and ss, see figure 2b, where D12(qm1) etc. denote 
FIR-filters, and polynomials in the unit delay opera- 
tor q-l, with A412 coefficients of q-’ in the interval 

between Mf2 and M,0, + Mis - 1: 

M,o,+Mm-1 

a2V)y2(n) = c &z(i)yz(n -i>. 

i=M,O, 

Note that this notation allows for noncausal filters. 
In the following the dependence of q-l, n and the 
summation limits are excluded whenever possible. 
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The output signals from the separation structure correlations of measured signals (yi and ~2): 

are 

Sl = YI - D12y2 (2.1) _ 

= (1 - D12B21)Xl + (B12 - 012)x2, 

82 = ~2 - D21y1 (2.2) _ 

= (1 - D21&2)X2 + (B21 - D21JX1. 

When B12 = 012 and Bzl = D2l then the output 
signal si depends solely on zr and s2 on x2, i.e. sepa- 
ration is achieved. Another possibility for separation 
is l-&B21 = 0 and l- D2l Blz = 0. This is referred 
to as the channel flop solution [3]. However, it can 
not occur if the all filters are dynamical FIR filters. 
In order to recover the signals zi and 22 the output 
must also be post filtered with l/(1 - 012021). 

+ c c &2(9d21 (k)&,, (m - i + k). 

(2.4) 

i k 

Note that the crosscorrelation &,,(m) is nonlinear 
in the coefficients of D12 and 021, which are to be 
estimated, but linear in the correlations of the mea- 
sured signals. 

The criterion (2.3) can be minimized with a Gauss- 
Newton search: 

Xl 
&k + 1) = 8(lc) + j&-lG, (2.5) 

B21 

&2 

X2 i 

a: Model of mixing I b: Separation structure 

Figure 2: Two Input Two Output scenario. 

where a is a column vector containing an estimate 
of the coefficients of D12 and 021, the matrix fi de- 
notes a modified Hessian of the criterion, the vector 
G denotes the gradient and p is a (possibly varying) 

steplength, see [3]. A damped Gauss-Newton search 
is done for each sample together with a recursive esti- 

mation of the correlations in (2.4). The algorithm is 
thus recursive and can be used in an on-line manner. 

2.2 Criterion with leaking 

2.1 Criterion based on squared cross- 
correlations 

When separation is achieved, the two signals si and 
ss are mutually uncorrelated. Thus, a criterion to 
be minimized can be formulated as a sum of squared 

cross-correlations between the separated signals [3]: 

(2.3) 

where i&,,,(m) is th e es t imated crosscorrelation be- 

tween si(n) and ss(n -m). 

The positive integers Ll and L, are chosen equal 
in this paper and as L = (Y - 1)/2 where Y is the 
number of crosscorrelation values between si and s2 
to be minimized. The value of Y is one of the design 
variables for the algorithm. 

The crosscorrelations in (2.3) can be expressed in 
terms of the filter coefficients to be estimated and 

In the scenario of the present paper the filters of the 
model, B21 and B12, are models of acoustic paths 
from one of the microphones to the other. Such a 

path can be modeled as a pure delay (plus perhaps 
some echo path). Thus only a few of the parameters 
should be nonzero but the knowledge of which ones 

is limited. One way to avoid this problem is to do an 
order estimation of the system, i.e. to estimate how 
many and which of the parameters which should be 

used. This order estimation has to be adaptive. An 
alternative method is to intoduce leaking. 

Another name of leaking is regularization of the 

criterion. It can be introduced as a modified criterion 

w = v + Slfi - ey (2.6) 

where 0# are given parameter values towards which 
the parameters are pulled. Without any specific 
knowledge of the parameters of the channels, this 8# 
can be chosen to a vector with zeros, thus pulling all 
parameters towards zero. In a scenario with an over- 
parameterized model, the choice of 0# as a vector 
with zeros seems plausible. 
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The algorithm (2.5) becomes modified with the fol- 
lowing gradient and Hessian: 

G’ = G + 26(b - e#) (2.7) 

a’=H+2*SI (2.8) 

where I denotes the identity matrix. 

When introducing leaking in the algorithm the vari- 
ance of the estimated parameters is decreased at the 
cost of increased bias. The amount of leaking in 
the algorithm is controlled by the parameter 6. The 
choice of 6 must therefore be done such that the de- 
creased performance due to bias is less than the im- 
provement due to reduced variance. 

3 ENVIRONMENTS FOR 
MEASUREMENTS 

In all of the below mentioned measurements an ar- 
tificial mouth has been used. The mobile unit was 
mounted on the mouth at a fixed position, with the 
primary microphone close to the lip ring. The artifi- 

cial mouth was stimulated by a sequence of voices 
from a TIMIT database (Texas Instruments, Inc., 
Massachusetts Institute of Technology). This se- 
quence was about 2.5 minutes long and contained 
twelve (12) different speech signals of different di- 
alects. Each speech signal contained two short sen- 
tences. The speakers were both male and female na- 
tive English speakers. 

An anechoic room (at the department of Applied 
Acoustics, Chalmers University of Technology) was 
used in order to make measurements in a controlled 
situation. The noise signal came from a loudspeaker 
in one end of the room. Measurements in the anechoic 
room were also made without any noise signal. These 

measurements were made in order to be used as the 
wanted signal (xi) in the computing of the Signal to 
Noise Ratio. Measurements were also made inside a 
car driving at 90 km/h, near a drill, and in a pub. 

4 SIGNAL TO NOISE RATIO FOR 
REAL WORLD SIGNALS 

A measure of the success of the algorithm is the Signal 
to Noise Ratios (SNR) defined as 

SNR(yk) = lOlog CL 4 (4 

CL bk (n) - xk (n>12 
(4.1) 

and 

SNR(sk) = lOlog CL, G(n) 

~~dsk(n) - G(n)12 
(4.2) 

for k=1,2 and where fi and 2.2 are the source signals 

filtered through 1 - D12 D21. 
When separation is done with real world signals, 

the source signals are usually not available. In the 
present paper the source signal xi is taken as the sig- 
nal recorded with the mobile unit mounted on the 
mouth simulator and the measurements done with- 
out any disturbances in the anechoic room. Only the 
values of SNR(yi) and SNR(sr) are computed in the 
present paper, since the noise signal 22 is not availible 
in all the scenarios. This xi must be scaled and syn- 
cronized with yi and sl, as described below, before 

subtraction in (4.1) and (4.2). 
Before the sequence of the t,welve speech signals is 

a one second sinusoidal signal. This is used in order 
to do a coarse syncronization of the signals. The sig- 
nals are sampled at 8 kHz but in the computation of 
SNR a more fine syncronization is done. Before scal- 
ing, syncronization and SNR computation according 
to (4.1) and (4.2) the signals are interpolated to 48 
kHz. 

The scaling and syncronization, in the computing 

of SNR(yi), are done by computing the correlation 
coefficients between yi and xi for a number of differ- 
ent lags (delays of xl). The lag r which corresponds 
to the maximal value of the correlation determines 
how much ~1 should be shifted. The maximal corre- 
lation coefficient p is used in order to scale xi before 
subtraction: 

SNR(yi) = 10 log 
~~~~fY;G~~’ px:(n - 7) 

E:c$:;;;) (YI(~) - PXI(~ - ~1)~ 

5 RESULTS 

In the following examples, the criterion with leaking 

(2.6) was used. The filter which models the path of 
the noise source from secondary microphone to pri- 
mary microphone, i.e. filter D12, was given 17 taps 
in order to avoid constrains on the scenarios. The 
filter was also noncausal and had taps in the inter- 
val from q7 to q-‘. The other filter which models 
the path from the primary microphone to the sec- 
ondary microphone, i.e. 021, had only 4 taps, in the 
interval from qm2 to qm5. This is motivated by the 

location of the primary source, i.e. the mouth, which 
is assumed to be close to the lower end of the mobile 

unit, see figure 1. The distance between the micro- 
phones is approximately 13 cm. With a sampling rate 
of 8000 kHz this distance equals 3.1 samples (speed 
of sound= 332 m/s). 

The values of SNR and improvements (difference 
between SNR(si) and SNR(yi)) in table 1 are the 
mean of 8 speech signals. The regularization was 
6 = 107, the number of equations Y = 25 and a for- 
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mean mean 
Sequence 

mean 

SNR(y1) SNR(sl) improv. 

180’. anechoic -1.9 6.3 8.2 
90”) anechoic -3.1 5.7 8.8 
0”. anechoic -4.0 5.7 9.7 

Table 1: Values of SNR before and after signal sepa- 
ration. 

getting factor of p = 10m5 was used in the estimation 
of the correlations for the algorithm. The first three 
sequences in table 1 were from recordings in an ane- 
choic room, with the noise source positioned behind 
(MO’), beside (90”) and in front of (0’) the mouth 
simulator. The two recordings in the car were made 
without and with one of the windows open. The noise 
was mainly low-frequency in these both sequences. 
The unwanted signal in the recordings from the drill 
were narrow-band and low frequency noise. The al- 

gorithm removed most of the low frequency noise but 
not the narrow-band signal. In the pub sequence, a 

lot of different sources were present. The model in 
figure 2 is thus not valid, i.e. the number of sources 
is larger than two .The algorithm removed one of the 

strongest of these sources from si. 
In figure 3, the SNR and improvement are displayed 

as a function of time for one of the sequences. The 
values change with the magnitude of the speech se- 
quence. 

SNR of 11 (solid) and SNR of SI (dotted) 

-60’ J 
0 1 2 3 4 5 6 7 s 

x10' 
Improvement and 8, 

20 
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-20' I 
0 1 2 3 4 5 6 7 8 

SMT@?.S x10' 

Figure 3: Signal to Noise Ratios and Improvement. 

the filters D2l and 012 are shown for two sequences. 
For the sequence “180” anechoic” the largest coeffi- 
cients are for a delay of the signal of 3 - 4 samples, 
i.e. the coefficients for qm3 and qm4. Compare with 
the sequence “0” anechoic” where the noise arrives 

at the primary source some 3 samples before arriving 
at the secondary microphone. The estimated filter 
D12 , which coefficients are plotted in figure 4, have 
a maximum for the coefficient of q3. 

II*, (solid) and Dlt(daahed) for 180’ am&k 
0.4 I., I I I,,, I "., , , , 

' I 

-0.41 ' " c 8 ' c " 8 3 ' " c 1 
7 8 5 4 3 21 0 -1 -2 -3 -4 -5 -6 -7 -9 -9 

Dal (solid) and Dla (dashed) for 0’ anechoic 
1, I I , 1 I , 1, , , , , , , , , 

Figure 4: Final values of Dzl and D12 for two signals 

The signals before and after the sig- 
nal separation algorithm are available at 

“http://www.ae.chalmers.se/-salle/eval.html”. 
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